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UNCLASSIFIED
SECURITY CLASSIFICATION OF THIS PAGE

It is well established that near field records of nuclear explosions can be analyzed to
obtain detailed information about the seismic source function and its dependence on yield.
This information is generally formulated in terms of parameterized models for the RDP and
for the test site crustal structure. In this study, review the results of forward model-
ing studies to obtain the source and structure parameters for Pahute Mesa. These models
fit the observed near field records well, but there is some question as to how errors in
crustal structure might affect seismic source parameters. Furthermore, there is a general
need to be able to develop source-structure models in a consistent, unbiased fashion. To
address these issues, we have developed a simultaneous inversion for source and structure
parameters. In previous reports, we discussed the development of the method and applied
it to Pahute Mesa data. In this report, we present an application of an improved
technique for inverting for parameters in these types of problems known as the jumping
method.- The primary advantage of this method is that parameter constraints and error
analyses are made on the parameters of the models rather than on the changes in the
parameters. We show results of application of the method to artificial and real near-

* field data sets. Both the utility and limitations of the method have been eluciadated.
Tradeoffs between parameters are quantified by the error analysis inherent in any
inversion method.)A second problem with analysis of near-field records from explosions
is that there is some question as to whether crustal materials respond in a linear
anelastic or anelastic fashion or whether they have significant nonlinear response
because of the high shear strain levels. Near-field data sets from several nuclear

* explosions and an earthquake are examined to address this question. It is shown that if
nonlinear naterial response occurs it does not have a large enough effect to have a
significant effect on data interpretation.
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4-: INTRODUCTION

Perhaps the most crucial step in the determination of effective source

functions and the estimation of yields from near-field recordings of

underground nuclear explosions is the development of an accurate velocity

structure model. For ranges outside of the spall zone, the first peak in

observed vertical velocity records is often the result of the interference

between the direct, upgoing wave and energy that departs downward from the

source but is turned by the velocity gradient in the upper crust. Thus the

amplitude and width of the source pulse inferred from the observed waveform is

* quite sensitive to the velocity gradient, particularly near the source depth.

Previous studies have obtained detailed velocity structure models through

trial-and-error waveform modeling (e.g., Helmberger and Hadley, 1981;

Hartzell, et al., 1983; Burdick, et al., 1984). We have used the model of

Hartzell, et al. (1983) in a forward modeling study for the source parameters

of four Pahute Mesa explosions. The resulting synthetic seismograms provide

an admirable fit to the observed waveforms. There is some concern, however,

regarding the adequacy of the structure model for a variety of locations

within Pahute Mesa. In particular, we need to consider how potential errors

* in the structure model effect the values determined for the source parameters.

An additional problem is that in determining source parameters from explosions

in a completely different structure (e.g. , Yucca Flats, Amchitka, or one of

* the Soviet test sites), a new velocity structure model must first be

determined.



In order to address these issues, we have developed a simultaneous

inversion method which solves for the parameters of both the source and

velocity structure models. A report on the initial development of the method

was given in Barker, et al. (1985b) and the application of this method to

Pahute Mesa data was presented in Barker, et al. (1986). We have improved the

inversion technique by incorporating the jumping method of Shaw and Orcut

(1985). The primary improvement in this technique is that parameter

constraints and error analyses are made on the parameters of the model, rather

than on the changes in the parameters. We present a test inversion of a

synthetic data set. The results are quite promising, but also illustrate the

*limitations in the resolution of deeper structures when limited ranges of

observations are considered.

The inversions of waveforms for same four Pahute Mesa explosions are

presented and compared with the forward modeling results. In general, the

* synthetic waveforms from the inversions provide improvements over the forward

- modeling in amplitude, arrival time, and in some cases, in the detailed shapes

of the waveforms. For BOXCAR, the structure model obtained is not

S.significantly different than that of Hartzell, et al. (1983). This is not

particularly surprising, since these data were modeled in the development of

* the Hartzell, et al. (1983) structure. For the other events modeled, there is

very little resolution of structure parameters deeper than about 3 km. Abov.e

this, however, we will show that the velocity gradient near INLET is ver,,;

*similar to that near BOXCAR, but the gradient is much greater near MAST. The

results from SCOTCH suggest that the water table is somewhat deeper than the

V % %

-2-
J.%



constrained value *used, but that the gradient below this is similar to that of

BOXCAR. The variation in velocity gradient for MAST may be related to its

location on the northeast edge of Pahute Mesa.

From the parameters of the effective source functions we may develop

scaling relations and estimate yields for the events studied. Barker, et al.

(1985a) estimated yields from the forward modeling results. In this report,

we use two new relations which are constrained to the announced yields of

BOXCAR and SCOTCH. Yields are estimated for all four of the events for which

the simultaneous inversion has been performed.

While the resolution of the inversion results depends on the range

* distribution of the observations, and the results are limited by noise or the

effects of lateral structural variations in the observed data, the application

to Pahute Mesa waveforms has demonstrated the usefulness of the method.

Trade-offs between parameters, particularly between structure and source

p parameters, are quantified by the error analysis inherent in the inversion

method. Finally, the inversion may be applied to near-field waveforms from

any site, without any a pr-iori information on the crustal velocity structure.

.Pl IThis makes such an inversion valuable as one of many on-site verification

techniques, enabling the calibration of test sites for treaty monitoring

purposes.

NEAR-FIELD DATA SET

p, The near-field data discussed in this study consist of three-component

surface recordings of acceleration and velocity digitized by Sandia National

r~%



Laboratories and reported by Perret (1976). The events modeled are listed in

Table 1 and include BOXCAR, MAST, INLET and SCOTCH. The distribution of

stations for each event is given in Table 2 and displayed in Figure 1.

Table 1 - Pahute Mesa Events Modeled

Event Date Depth Yield

(m) (kt)

BOXCAR 4/26/68 1160 13001

MAST 6/19/75 912 5202

* INLET 11/20/75 817 5002

SCOTCH 5/23/67 970 1551

1 announced yield (Marshall, et al., 1979)

2 estimated yield (Dahlman and Israelson, 1977)
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Table 2 - Station Distribution and Arrival Times

BOXCAR Range Arrival time' Residual3  Window start4  Window end"

(km) (sec) (sec) (sec) (sec)

S-12 3.81 1.26 0.09 1.25 2.05

S-16" 4.87 1.51 0.16 1.55 2.35

S-21 7.27 2.10 0.16 1.85 3.20

S-34 10.37 2.92 -0.03 2.70 3.95

S-74" 22.47 4.92 0.32 4.50 6.00

.

YtAST Range Arrival time2  Residual3  Window start' Window end'

(km) (sec) (sec) (sec) (sec)

S-5* 3.65 1.15 0.14 1.00 1.90

S-6 5.47 1.56 0.26 1.40 2.35

S-7 7.30 2.03 0.29 1.85 2.80

INLET Range Arrival time2  Residual3  Window start' Window end"

(km) (sec) (sec) (sec) (sec)

s S-5 1.63 0.59 0.09 0.40 1.25

S-6' 3.27 1.03 0.15 0.90 1.75

S-7- 6.53 1.99 0.16 1.85 2.70

SCOTCH Range Arrival time' Residual3  Window start' Window end'

(km) (sec) (sec) (sec) (sec)

S-3A* 4.13 1.38 0.06 1.20 2.00

S-4+ 6.06 1.89 0.12 1.75 2.70

Station used by Hartzell, et al. (1983) to determine the structure mocle!
Station located outside Silent Canyon caldera

1 Arrival times from Perret (1976)
2 Measured arrival times

3 Time predicted by Hartzell, et al. (1983) model - observed time
" Time windows used in the waveform inversion

4. ' -5-
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PAHUTE MESA VELOCITY STRUCTURE MODEL

The velocity structure model for Pahute Mesa was obtained by modeling the

arrival times and waveforms of the surface velocity records indicated in Table

2. The model was previously presented by Hartzell, et al. (1983) and is

listed in Table 3. A plot of the model as a function of depth is shown in

Figure 2, along with a comparison with other models for Pahate Mesa. The P-

and S-wave models of Helmberger and Hadley (1981) are shown as dotted lines

and the P-wave model of Hamilton and Healy (1969) and the S-wave model of

-. Carroll (1966) are shown as dashed lines.

The validity of the model may be evaluated based on P-wave travel times

and the fit of synthetic waveforms to the data. The S-wave velocity structure

is based primarily on the amplitude and arrival time of the long-period

Rayleigh wave. The ratio of vertical to radial amplitudes may also be used as

a criterion since it is particularly sensitive to the velocity gradient near

the s'irface. However, the velocities of the uppermost layers may be expected

to vary laterally across Pahute Mesa, so the velocity structure model

-. determined must be considered an average, not intended to fit variations in

the amplitude ratios.

The observed P-wave arrival times and the time residuals (predicted

observed) due to the velocity structure model are listed in Table 2. For the

n rearer receivers the residuals are all less than 0.1 s. The variation in

these residuals reflects the lateral velocity variations in the uppermost

ayers. Orly the r-cei-vers at ranges greater than 15 km have residuals greater

* than 0 3 s indicating that the lower layers may be slightly too fast. These

V%
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Table 3 Pahute Mesa Velocity Structure Model*

" Laver P Velocity S Velocity Density Thickness
(kin/s) (km/s) (g/cm 3) (kin)

1 2.30 1.35 1.90 0.36
gy 2 2.80 1.50 2.00 0.40

3 3.30 1.50 2.25 0.70
4 4.00 1.90 2.30 0.70
5 4.60 2.00 2.40 0.75
6 5.30 2.50 2.50 0.80
7 5.50 2.95 2.70 2.25
8 6.10 3.50 3.00 10.00
9 7.00 4.00 3.00 10.00

* from Hartzell, et al. (1983)

,.X
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VELOCITT tKM/SEC)
&.00 1.00 2.00 3. 00 4. 00 5. 00 6. 00 7. 00

0

IP

o , I-S "

M4.7

:" * AMIWILTON &
U, .-- EALY(I969)
: o H CARROLL(1966)

HADLEY (19811

C.

Figure 2. P and S-wave velocity structure for Pahute Mesa obtained by forward

modeling (solid curve) compared with two other proposed structures for the

area (dashed and dotted curves).
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receivers are also located outside of the Silent Canyon Caldera. Other than

two rather noisy receivers for MAST, all receivers within 10 km have residuals

less than 0,2 s, indicating that the model fits arrival times exceptionally

.well.

The fits of the synthetic seismograms to the observed data are the

subject of the following sections, but an example of the ability of the

velocity structure model to account for extensive portions of the observed

vertical waveforms is shown in Figure 3. Shown are the vertical velocity

recordings for BOXCAR at ranges of 7.26, 7.70 and 10.36 km, along with

synthetic seismograms generated using the wavenumber integration technique of

0 Yao and Harkrider (1983). Details of the first 1.5-2.0 s after the P arrival

are quite well modeled, as are the amplitude and arrival time of the Rayleigh

wave (indicated by an arrow). Later P arrivals may reflect unmodeled

phenomena such as spall or tectonic release. The observed P wave at 10.36 km

includes frequencies higher than those computed for the synthetics, which

accounts for the amplitude discrepancy in the figure. Figure 4 shows a

- comparison of the observed waveforms at 10.36 and 7.26 km with synthetic

seismograms computed by the generalized ray method of Helmberger and Harkrider

(1978). While these synthetics cannot match the entire waveform, they contain

the high frequencies required to model the first several arrivals. These

-. synthetics will be used in subsequent sections for determining source

parameters.

Since the determination of source parameters will depend to a great

extent on the amplitude and width of the first pulse of the observed vertical

velocitv waveform, it is instructive to investigate how the interaction of% %

...
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p,

* BOXCAR

7.26 K'IU4 ~p~3~C39.6 CM/SEC

35.7 CM/SEC 7. 70 I

or IN 33.2 CM/SEC

10.36 "  34.1 CM/SEC

22.0 CM/ISEC I l J / -

one sec

30.4 CM/SEC

one sec

Figure 3. Comparison of the vertical velocity records at distances of 7.26,

7.70, and 10.36 km for BOXCAR (top traces) with synthetics (bottom traces) for

the preferred structure in Figure 2 using the full wave theory code KB.

Am.plitudes in cm/sec are peak values for the entire record.

-11-



BXIA 10. 36 W, BOXCAR 7.2E, K,

22.0 CM/SEC

30.1 CM/SEC%'%

16.1 CM/SEC
42.5 C/SEC

* .-

. :,ONE SEMSE

Figure 4. Comparison of the first portion of vertical velocity records for

BOXCAR (above) with synthetic seismograms (below) computed using the

generalized ray method of Helmberger and Harkrider (1978) for the structure

model of Figure 2. The amplitudes of the first peaks (in cm/s) are printed to

'hi the right of the traces (from Hartzell, et al, 1983).
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different rays through the structure affects the waveshape. Figure 5 shows

the decomposition of the vertical component synthetics into various ray types

for ranges of 2-12 km from a source with the parameters of BOXCAR. The source

is located at a depth of 1.160 km. For each range, the top plot consists of

the upgoing P wave only. The next trace is the sum of diving P waves an!

consists of reflections and refractions from interfaces below the source. The

third trace is the sum of pP rays that reflect from the free surface and then

reflect or refract from layer interfaces. Below this is the sum of P-to-S

conversions at layer interfaces for direct rays, or at reflection points for

turning rays. Finally, the bottom trace for each range consists of the sum of

all of these rays. Each trace is scaled to the first peak amplitude of the

sum trace.

At 2 km, the upgoing P wave is the first arrival and the only significant

contribution to the sum. By 4 km, the diving P wave is beyond the critical

angle of the first reflector below the source, its amplitude is comparable to

that of the direct ray, and it appears impulsive due to the post-critical

reflection phase shift. At 6 km, the diving P wave is the first arrival and

consists of two post-critical reflections, direct P serves only to broaden the

pulse, and pP is beginning to emerge. At 8 km, diving P is the earliest and

largest phase, direct P destructively interferes with the backswing and pP is

an impulsive late arrival. At 10 km and beyond, individual diving rays begin

to separate in time and interfere with pP, which now consists of multiple

post-critical rays. For this velocity structure model, at all ranges, P-to-S

con'.ersions contribute only negligibly to the vertical synthetics.

-13-
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To summarize the effects of the velocity structure model on the synthetic

waveforms, the upgoing P wave alone is sufficient only for ranges less than

about 4 km. In practice, most vertical waveforms for these near ranges would

be truncated by the onset of spall immediately after the first peak. For

ranges of about 4-8 km, the interference of upgoing and diving P rays can

greatly influence the amplitude and pulse width of the first peak. Similarly

for ranges greater than 8 km, the first peak is sensitive to the interference

of various post-critical diving rays, and the scale of discretization of the

velocity gradient becomes important. pP contributes complications later in

the P waveform for ranges beyond about 8 kin, but S-to-P conversions are not

* significant in the vertical synthetics at any range.

An implicit assumption in this modeling approach is that the velocity

structure may be parameterized as a stack of horizontal, homogeneous layers.

The effects of discretizing the vertical velocity gradient have been discussed

.[ elsewhere (e.g. see Burdick, et al. 1982), but in general, as long as laver

thicknesses are less than the predominant wavelength of the observations, the

discretization will not adversely affect the results. While lateral

variations in the velocity of the layers above the source or in the thickness

of the top layer due to changes in elevation may be noticeable in arrival

times and in P-to-S conversions on the radial component, these variations do

not appear to have a significant effect on the vertical waveforms. On the

-' other hand, the plane-layer assumption tends to break down as range increases

beyond about 10 km, due to the sensitive interaction of head waves and

post-critical reflections from deeper layers. Finally, some of the receivers

. - modeled in this study lie outside the boundary of Silent Canyon Caldera, the

.eo lVciic feature that dominates the subsurface structure of Pahute Mesa. For

" ' "" -1 5 -
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these receivers (see Table 2), a plane-layered structure model is proba.'

inappropriate, but the determination of individual, laterally-varvr .g

structure models for these receivers is outside the scope of this work.
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P. WAVEFORM MODELING FOR SOURCE PARAMETERS

The vertical particle velocity due to an explosion source may be written

using first order asymptotic generalized ray theory as (see for exampl ,

" 4.Helmberger and Harkrider, 1978)

I 2 R, p) (l)

(Rt \ R dt ,t- i

where * denotes convolution, k'' (t) is the second time derivative of the

reduced displacement potential (RDP), and

R,(p) = m /  P pq- (2)
'.P - ) dt J

which is evaluated along the Cagniard contour. p is the ray parameter, q. is

the vertical wave slowness ( v - [0- 2  p 2 ]"/ 2 ), RNz(p) is the receiver

function defined by Helmberger (1974), and IIj(p) is the product of generalized

reflection and transmission coefficients along the path for each ray.

The form of the RDP is generally a modification of that proposed by

-'.4. Haskell (1967):

.(t= I + t + (Kt) (t B(Kt) (3)
-2 6( If)

-here 4J. represents the static value with dimensions of volume, K represents

%.

the rise time or corner frequency of the source and has dimensions of inverse

time, and B represer,ts the overshoot or the extent to which the spectrum is

"" -17-
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peaked at its corner, and is dimensionless. von Seggern and Blandford (1972)

truncated the polynomial to a quadratic based on the observed _2 spectra.

decay of teleseismic, short-period body waves. While Haskell's source model

Is continuous through acceleration, that of von Seggern and Blandford is

continuous onlv to displacement, is discontinuous to velocity and singular to

acceleration. This is obviously insufficient for modeling local velocities

and accelerations.

As a compromise, we will use the cubic source function of Helmberger and

-adley (1981):

* V(t) V.' I e dI Kt t2 B t I4

which is continuous through velocity. The parameters have the same meaning

between source models, and in fact, *. is the same for all three of the models

discussed, but the values of K and B will vary between source models. Barker,

et al. (1985b) demonstrated that this cubic form of the RDP, when convolved

with elastic Green's functions, can explain near-field observations. A

N quadratic RDP can explain the observations as long as the Green's functions

4 include the effects of depth-dependent attenuation. Rather than attempting to

solve for the Q structure of Pahute Mesa, we have chosen the Helmberger-Hadlev

RDP and elastic propagation as the simpler model. One disadvantage is that

while the von Seggern-Blandford source may be scaled to the empirical RDP of

Mueller and Murphy (1971), we must derive scaling relations for the

,.~..' Helmberger-Hadley source. This is done in a following section. As discussed
, .,.,,

b,, Burdick, et al. (1982) and Hartzell, et al. (1983), the short durations of

locally recorded ground motion provide poor resolution of frequencies well

.,,

A -d* . .
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below the source corner, so B trades off with T. .' therefore fix B - 1.0,

and solve for K and 4,. Since the scaling relations are derived within this

constraint, errors in the assumption of B will not adversely affect yield

estimates, but should be taken into account when applied to lower frequency

• data

The results of forward modeling of the events listed in Table 1 were

presented in detail in Barker, et al. (l9 85a) and are summarized in Table 4.

The fits of the synthetic waveforms to the observed vertical velocity records

from outside of the spall zone will be compared with the results of the

* inversion to follow. Barker, et al. (1985a) determined a scaling relatio

using the model parameters T. and K to estimate the yields shown in Table 4,

as 'dell as yields for four additional Pahute Mesa events.

N.
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Table 4 Source Parameters from Forward Modeling

Event K Yield published Yield
(s - ) (xlO10  cm3 ) (kt) (kt)

BOXCAR 6.5 12.0 1300 1300:
MAST 7 .5 4.7 443 5202

INLET 8.0 3.2 286 5002

SCOTCH 12.0 1.3 127 155:

: Marshall, et al. (1979)
2 Dahlman and Israelson (1977)
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WAVEFORM INVERSION METHOD

The layered structure models required for generalized ray synthetics mav

be considered discretizations of one or more velocity gradients separated by

* first- or second-order discontinuities. In order to minimize the number of

free parameters in the inversion, we will utilize this fact and solve not for

the velocities and thicknesses of individual layers, but for the velocity

gradient and the velocity at the top of the gradient. As shown in Figure 6,

the discretized model follows this gradient, with laver thicknesses determined

by the wavelength of the predominant period in the data. Shear velocity and

density may be free parameters, or may be related to the compressional

. velocitv by predefined constants. In general, the free parameters are the

I gradient within each layer, the velocity at the top of the layer, and the

depth to the top of the layer, Thus, for an n-layered structure in which

shear velocity and density are not free parameters, the number of structure

parameters in the inversion is 3n-1. The number of gradients to be considered

'. will be fixed for each inversion, so the optimal number will .iave to be

determined by test inversions proceeding from simpler to more complex models.

W_;, Corstraints such as the depth to the water table, or that a particular

- interface may have only a second-order discontinuity, reduce the number of

free paramteters while increasing non-linearity of the inversion.

Sinc- the discretized velocity model will vary from iteration to

itera ion as well as with the model perturbations required to compute thE

*nuo'erical partials, the ray set from which the synthetics are computed will
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Structure Parameterization
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Figure 6. Structure model parameterization. The layered structure model is

S discretized from one or more velocity gradients defined by the values of the

gradient, the velocity at the top of the gradient and the depth to the top of

the gradier.: The depth increment is defined as the product of the P- 'a.'e

v~ocit\" an~d the predominant period of the data (typically 0.25 sec). .-

elocity and density are linearly related to the P-wave velocity. The case

sho ,-n, consists of two gradients separated by a second-order discontinuity.
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also vary. Barker, et al. (1985a) found that the first one or two cycles of

vertical velocity observations at near-field ranges were well modeled bv

including the upgoing direct ray, a sum of diving rays that constizute

turning, reflecting and critically refracting energy, and a sum of rays that

depart upward, reflect from the free surface and follow diving ray paths. If

radial observations are to be modeled, or if later portions of the waveform

are considered, P-to-S conversions at the free surface and at discontinuities

should be included. An algorithm to generate this ray set for each new

layered structure is simple to implement, and computational time is saved by

culling ravs which arrive outside the inversion time window, or whose

amplitude will be below some predefined cutoff level.

The linearized least-squares inverse may be obtained by solving

in which Lc' is the residual vector, containing the differences between

obser-ed and synthetic data, A' is the matrix of partial derivatives, and L'

is the desired vector of parameter changes. In this method, we solve for the

changes in the model parameters from those of the starting or the previous

iteration model. The resulting error analysis gives not the variances of the

model parameters, but the variances of the parameter changes. In order :o

determine error estimates of the final model parameters we must propagaze

these variances from iteration to iteration in some manner.

Id
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Shaw and Orcutt (1985) use a different approach to solve the linearized

inverse (which they attribute to Parker, unpublished manuscript, 198>.

Rather than inverting equation (5), they add A'p2' (where ' contains "K-

" starting model) to both sides and invert

A'= "c'-A p = 0C = Pp (6)

to solve directly for the new model parameters, p'. The benefit of (6), which

they term the "jumping" method, is that rather than minimizing the parameter

changes and obtaining a model dependent on the starting model, one minimizes

(bv some appropriate norm) the resulting model itself. An additional benefit

_ is that while a priori constraints on the model parameters (after Jackson,

1979) may be desired, it is often difficult to transform these into

- constraints on the parameter changes. While we desire the ability to

* .constrain parameters and to determine error estimates of the parameters rather

than the parameter changes, we have a certain level of confidence that our

starting model (obtained from forward modeling) is reasonably close to the

correct solution. We therefore append a smoothing constraint onto equation

6) such that

P0 = L (1)

''Le rt- A is a diagonal matrix of Lagrange multipliers. Thus the inversion

a" tepts to solve one equation for a new set of parameters while

:aneouslv attempting to equate those parameters to the starting (or

.r',.'. ous iteration) model. The relative weights of these conflicting

'.:i ions are adjusted via the Lagrange multipliers. In practice, we use a

Lagrange multiplier, so A is a constant.

-24-
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Perhaps the simplest determination of the residual vector is a

point-by-point difference of observed and synthetic seismograms within the

time window. This implies, however, that neighboring points in a seismogram

represent independent observations, which is generally not the case. On the

-. other hand, since each seismogram reflects a lagged sum of rays which sample

different portions of the structure, the resolution of parameters varies

through the time window, and a single observation for each seismogram

':nrerestimates the information contained in the waveform. Burdick and Mellman

(1976) utilized an error, or residual, function based on the normalized

cross-correlation coefficient between observed and synthetic waveforms. That

is,

,= - max ®, (8)

";There

o,(t)
6,(t)= -7- (9)

\ oj 2,(t) d f

and

st) (10)

" f s' (t)dt

o,(t) is the ith observed seismogram, s,(t) is the i h synthetic seismogram and

derotes cross-correlation. This error function has become popular because

L is sensitive to the shapes of the waveforms, while the normalization makes

in-ensitive to absolute amplitude, and measuring the maximum of the

cron;s-cnrrelation makes it insensitive to absolute time. In the near-field
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problem, however, absolute amplitude and time are well calibrated, and should

be fit by the resultant model. Therefore, in addition to (8), our residual

will include for each seismogram the relative difference in the normalization

factors,

:-''" 2(t)dt-\". s ' ( t ) d t

o2(t)dt

which is a measure of absolute amplitude residual, and the time lag to the

maximum of the cross-correlation, t,, which is a measure of absolute time

residual. The residual vector is now defined as

ST

"C" Q" I ,t . ,2 t1 (? .2 ,,a. t,2 (12)

for m seismograms. The objective function to be minimized by the inverse is

im

.j72 ( 2-- (13)

.2.'

arid the RMS measure of the fit of the synthetics to the data is defined as

r

For the inversion, we must compute the partial derivatives of the

residual functions with respect to the individual parameters of the source anrc

velocitv structure models. For a particular residual, say e,, and parameter,

say p2, the partial derivative is

,"
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9P' 3e, (i )

where w' is the velocity response of equation (2). If the parameter is l, or

B, the RDP is linear in these parameters and the partial is easily determined

analytically. However, as seen in equation (4), the RDP is nonlinear in K.

Similarly, the partial derivative with respect to a structure parameter, say

v reduces to the evaluation of

R,(p) aR,(p)gp- (16)

where R,(t; is defined in equation (1). In this case, the partial consists of

evaluating the partials of the various factors in R,(p) with respect to the

complex ray parameter along the Cagniard contour, while the contour itself

varies with changes in the velocity parameter. This evaluation must be made

for each ray, then summed to obtain the partial derivative.

Previous structure inversions based on waveform modeling have invoked a

number of approximations in order to simplify equation (16). For example,

Mellran (1980) utilized a modified first-motion approximation, such that

rapidly varying terms in Rj(p) are evaluated only at the geometric ray

parameter. Similarly, Brown (1982). Shaw (1983) and Chapman and Orcutt (1985)

invoke the VKBJ approximation, but this breaks down in the presence of large

velocity gradients or where discontinuities are encountered near the turning

dept. For the current application, the logic required to evaluate the

S.1'elidity of these approximations for each ray would outweigh the effort a',

cr v , ing the response itself. W e have therefore opted to calculate tht

-27-

•~~~~~~~~ " % -' .'' '., ' " ~" . . - F . .. I " :-i



partial derivatives numerically. For simpler problems, this co:rputatin vo',

certainlv be quite inefficient. However, given the complexity of ti..

:e.r- field wave propagation problem, the cornputational cost is offset b'

improved accuracy of the current approach. For a particular residual, sa-v

a:-d parameter, say p_ the numerical partial derivative is conputed by, rat',er

than (15),

. . . .. . . - ( 17 )

where Ap, is the perturbation to the starting model parameter, p . The

* partials 1a6/p. and at,1 3p. have similar form

Now that we have defined the form of the residual and parameter vectors

"'."and the partial derivative matrix, we may redefine the matrices in (6) as

'.1 =S 2112

in which S is the covariance matrix of the residuals and W is a weighting

.atrix of the parameter changes. For simplicity, we assume that errors are

uncorrelated, so S is diagonal. If an estimate of the residual variance is

f.-', known (e g. timing errors), that value is used in S. Otherwise. the resic.'a.

variances are inversely related to the relative confidence in the resid,-;.a'

.T'e bas-ic purpose of the diagonal matrix W is to counter the dirrensionalitv cf

V the parameterization of source and structure. Obviously velocity gradi*-!t

(:ith values on the order of 1 km/s/k) and 4r, (values of l0 cm') should i.
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be weighted equally. Due to nonlinearity, the weighting factors are also use d

to stabilize the parameter changes. For example, if a parameter changes to am

unreasonable value or oscillates about some value, the weight of that

p parameter is decreased and the inversion is repeated. This introduces a

certain degree of uncertainty in interpreting the variances of the parameters,

since these now include the effects of the somewhat arbitrary weights

" necessary due to nonlinearity. Although convergence criteria rrav be utilized

- to determine when to stop an inversion, we have not implemented such a,.,

approach, but simply allow additional sets of five iterations until

con.-ergence is deemed complete or unattainable. Finally, following Jackso7

(1979), a priori constraints may be placed on the parameter changes so that,

4for example, the velocity cannot be negative, or so that source parameters

must fall within a range of reasonable values.

The weighted version of (6) may be solved bv a linearized generalized

inverse (Wiggins, 1972) such that

-" 1 i T (19)

in which A is the diagonal matrix of non-zero singular values of A, V is the

"- corresponding matrix of eigenvectors which spans the parameter space, and U is

* the matrix of eigenvectors that spans the residual space. Since the problezI

is non-linear, the inversion is iterative and minimizes both the least-squares

error, A - _Ll, and the length of the parameter vector, Ip2. Since small

s~n~ular values result in large parameter variances, an a priori cut-off is

-'cified, below which the singular value is assumed to be zero, and th,.

dimension of the parameter s pa is truncated. The variances of tl'v

* parareters are given by

-29-
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i include the effects of the parameter .-eighting matrix. The par,, er

.. jie-offs that result from singular value truancation may be determined bv :

inspection of the parameter resolution matrix,

R 1  (21)

"nich reduces to the identity matrix in the case of perfect resolution. If

during test inversions, the parameter resolution is deemed unacceptable,

adj;ustments may be made in the parameter weights or the singular value

cut-off, and the inversion may be repeated. The importance of particular

observations or residuals in the inversion may be determined from the

information density matrix,

S L'L T (22)

or its diagonal, the data importance vector. This may indicate, for example,

'hat the new parameters are most sensitive to the absolute amplitude residual

* at nearer receivers, and to the absolute time residual at more distart

*% receivers. It also illustrates the importance of the parameter smoothing

ccnstraint via the Lagrange multipliers. Thus the data importance vector fror

c-est in.ersions ma: suggest modifications to the observation weights or to the

:-ai zrange r,.u tiplier.

One distinct disadvantage of our implementation of the jumping method for

partr, eters rather than the usual generalized inverse for the parameter

9 .ha:ies i, in the treatment of parameters when eigenvalues are truncated. In
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te i-eneralized inverse, if an eigenvalue is truncated, the contribution to

parameter changes due to that eigenvalue is zero. Thus, if th

eizenvector corresponding to a truncated eigenvalue is in the direction of a

particular parameter change, that parameter change is set to zero and the

narameter is unchanged in that iteration. In the jumping method, this

situation would result in the new parameter value being set to zero. This is

cbvioaslv undesirable for parameters such as 4j, K and the velocity at the to-

of a layer.

In general, the new parameter value at a given iteration is a linear

,. :or-'ination of contributions from each of the eigenvalues not truncated during.

tl tat iteration. The extent to which the new parameter results from resolved

ei~eevalues is therefore given by the total of the lengths of the resolved

eigenvectors in the direction of that parameter. That length is the square

root of the diagonal of the resolution matrix corresponding to the parameter.

To avoid the undesirable zeroing of parameters described above, we have

i.plemented a smoothing procedure implemented at the end of each iteration.

If the value of a parameter at the start of an iteration is given by p., and

the new parameter value at the end of that iteration is p,, the smoothed

parameter value is given by

p(S)= . + . I - R% p0  (23)

-yhere R, is the value of the diagonal of the parameter resolution matrix for

n)rareter i. This is obviously a nonlinear constraint imposed upon thc

r.''rsion, and has the effect of somewhat duplicating the parameter smoo:hi' -
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'",w'ith the Lagrange multipliers. As such it slows convergence to a solution.

bu has the desired effect that the parameters of that solution retain

r2Aso-cable values.
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TEST OF THE INVERSION METHOD

A nu.ber of tests of the generalized inverse for structure parameters or

the simultaneous inverse for structure and source parameters were presented

and discussed in Barker, et al. (1985b, 1986). In particular, those reports

illustrated the shapes of the residual functions in the parameter space (i.e.,

* the locations of local and global residual minima), and discussed the

parameter trade-offs in this non-linear problem. Since we have now

Simplemented the jumping method of inversion (Shaw and Orcutt, 1985), we have

repeated one of the test inversions of Barker, et al. (1986) using this

technique.

U

A synthetic data set was generated using a Helmberger-Hadley (1981) RDP

and a two-laver gradient structure. The velocity structure was based on the

model Hartzell, et al. (1983) obtained for Pahute Mesa, and consists of a

surface velocity of 2.5 km/s and gradient of 0.83 km/s/km in the top laver.

The second layer is separated from the first by a second-order discontinuity

at a depth of 3.0 km and has a gradient of 0.20 km/s/km below that. For the

source function, we set %p - 1.0 x 1010 cm3 , k-7.0 s-1 and B=. Vertical

component velocity synthetics were computed for a source at 1.0 km depth and

for ranges from 2 to 12 km. In Test f 4 of Barker, et al. (1986), this data

set was first inverted for the parameters of the source and of the upper

layer. Syntl ?tic data at greater ranges were then added in order to resolve

the lower layer parameters.

For the current test, we apply the jumping method inversion to t:

irigiral data set and solve for the parameters of both ]avers as well as the

-33-
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source There are six parameters in the inv ,rsion: t., K, the upper laver

e-, t he velocity at the surface, the Io -r laver gradient , and the do-.,t.

to the too of the lo'er laver. The par, v- weighting n.atrix is dia i'

S. 0I, 0.1. 0 ., 1.0 for these parametert, , respectively. The covariar.c

.. atrix of the observations is specified asi diag(O.l, 1.0, 0.01) for

eform, amplitude and time residuals, respectively, at each range.

.agrange multiplier for parameter smoothing was set to 1.0, and the eigenva-.

truncation parameter was chosen to allow full resolution. Since n,,

eigenvalues are truncated, the solution smoothing applied at the end of each

iteration has no effect for this test. An arbitrary starting model was

specified and five iterations were performed. The resulting parameters and

their standard errors (square root of the variance) are listed in Table 5 for

each iteration. A comparison of the synthetic waveforms for each iteration

" with the synthetic data set is shown in Figure 7. In the figure, the data and

synthetics are plotted on the same scales, the peak absolute amplitude is

written to the right of each trace, and the inversion time window is indicated

bv arrows. The data importance vectors, including the relative importance of

the parameter smoothing equations, are plotted in Figure 8. The parameter

resolution matrix for each iteration is simply the identity matrix, and is not

plotted,

It is clear from an inspection of the waveforms (Figure 7) that the

amplitude and timing errors of the starting model are almost entiri';

* corrected in the first iteration. The following iterations siply fine tut.

the model for amplitudes and times, while attempting to fit the details of "I;-

J.:* " ^'-or 7s This may be seen in the data importance vectors (Figure F,

2. rj- t h first iteration, the amplitude and time residuals are r,

-34-.. ,
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Table 5 Test Inversion Results

Iteration k cz, /3z a, a/a z R-MS LSE
(xlO cm3 ) (s -1) (km,/s /km) (km/s) (km/s/km) (kin) fit

Start 2.00 9.00 0.50 2.00 0.50 2.00 1.089

1 0.37 8.10 0.54 2.54 0.99 1.35 .330 30.0
(.42) (.89) (.07) (.12) (.25) (.2P)

-. 2 0.71 7.89 0.63 2.60 0.96 1.42 .121 1.74
(.31) (.89) (.25) (.28) .28) (.57)

3 0.80 7.57 0.68 2.57 0.98 1.42 .152 0.90

(.34) (.88) (.29) (.24) (.40) (.35)
4 0.78 7.53 0.76 2.52 0.98 1.41 .110 0.39

(.38) (.94) (.23) (.18) (.27) (.36)
5 0.84 7.52 0. 77 2.51 0.94 1 36 .068 C3

(.36) (.94) (.34) (.26) (.34) (.40)

"Data" 1.00 7.00 0.83 2.50 0.20 3.0'

LSE is the least-squares error.
Numbers in parentheses are the standard errors of the parameters.
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TEST Inversion Results

2 2km 4 km 6 km

Start 53.82 cm/,; 24.70 cm/a 18.78 =m/M

It 14.170 cmu3.186 CM/a P-355 a=/a'

It. 2 10. 14 cmu .023 cm/s 4.244 cm

It. 37.999 cma7.133 cm,/s 4.092 c/

It. 4 0.799 CM/2 8=34 cm/s 5.397 cm/a

*It. 5 14.57 cml/s 7.431 cma/a 5.85Z cm/a

Data J15.78 cn/o 6. 7 15 cmls, 5.4B1 cm/a

8 8km 10 km 12 km

Star-t 11.6e1 cm/a, 7.054 cm/a 6.842 cm/u

I.11.661 cm/a 1.070 cm/a 0.642 c/

It. 2 3-208 cm/a 1.608 cm/u 1. 135 cm/a.

It. 3 3.Z20 cm/s 1.640 cm/3 1220=/

It. 4 2.794 cm/s 1.6985 cm/x 1.079 rcM/u

it. 6 3.017 cm/m 1.701 cm/a 1.179 am,'ai

Data 3.02. =m/s 1.386 CMM/a 0.928 CM,/x

*0.0 1.0 2.0 3.0 0.0 1.0 2.0 3.0 0.0 1.0 2.0 3.0
7um e (B ec)

Figu,-re 7. Results of the test inversion for velocitv structure~ Sv::'he- C

24 seism'ogramns are show-n for the starting m~odel an~d five iterations a, E,:

receiver The data seismogram~s (also srnthetic) are plotted below A

c'.e the data waveforms indicate the inversion tize windows and nuV~-~s

the right are the peak trace a-mplitudes.
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TEST Data Importance Vectors

26.0
4.0
81.0-

-. 12-0-
----- - -- - - - --- - ---- - - - - - - - -

4. ~8.0-
10-0-

* 12-0-
-1 - - - - - - --- -- -- -- --- -- - - - - - - -

2.0-
4.0
6.0-

p8.0-
10.0-
12.0-

to 1
a 2

.J 3
0 4

V) 6

12 3 4 5
Iteration

*Figure 8. The data importance vectors for the test inversion. Showrn are the
diagonals of the information density matrix for each iteration including the

relai;e irportance of the parameter smoothing equations. The length of the

tickrs ir,dica~e the relative importance of the residuals at each receiver inT

the determination of the solution.
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constrain n: the solu ion, ':. the sec,:.. i'

o: tht wav form residuals incre s while that of

:. s reases :n thc third thro'gh h i t era i ns, the rr-.. .

v Iefrms are important as deeper structur. arameters alr ad ust - TI..

zonce of the time residuals remains for all ccnri-:thtnc correc iThe rion-,te

para:eters to remain near the correct so ution. The para:Teter sm.o':.r;

via the Lagrange multiplier has its largest etfect in constraining the scnc r!

parameter, K. This is because although we have specified o'. resolution.

value of K trades off with i and may va-v substantially. The parameter

-'s~othing prevents radical changes in K, allowing uniform convergence

. The convergence of the inversion parameters listed in Table 5 to the

correct model parameters (listed at the bottom of the table) indicates the

relative resolution of the parameters. The velocity at the surface has nearly

reached its correct value after only one iteration. This is because, for tV

ranzes considered, the time residual is most sensitive to this parameter. The

-radient of the top layer converges more slowly. 1 is reduced in the first

.teration to smaller than the correct value, rebounds in the second iteration,

e con.,erges to a value somewhat below the correct .aluae. K decreases

callv due to the parameter smoothing constraint, but because of its

rie- fl vith ¢ , converges to a value somuv-:at too high For these rante.

Iv. r-.: is - not very sensitive to the grFadient in the lo r lavr.

,c-t. it at'rcrs that t1., lower gradient and !t pth parameters are zive t .,ue

a: cc:-sate fr the upper gradient being. slightly too low. As in Fare.

Se al l, tae inc 'usion of data from r -a -er ranges w, Ild improve th.

resolutioi. of the lover laver parameters :iven the inherent trade-of
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;-. .. bet .en parameters and the limited range coverage of the synthetic data set.

'' it appears that the jumping inversion method performs as well or better than

tY. : standard generalized inverse of Barker, et al. (1986).
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I'VERSION RESULTS

~B OK C A P.

e begin the inversions of observed data with Phe P ue Mesa eve.t

)62KCAR 26/68, 1300 k, announced, 1.160 k-7 depth). Harrzeil et al. (19-_

developed their Pahute Mesa structure model primarily by modeling the

waveforms of receivers S-24 and S-34 from BOXCAR, although travel times from

several other events were quite well predicted. We will use an approximation

of the Hartzell, et al. (1983) model as our starting model. In addition.

however, we wish to include a high velocity gradient above the water table as

-;suggested b, the velocity log published in Stump and Johnson (1984). This drv

tuff laver is adequately approximated by a gradient of 0.92 km/s/km startini-

from a surface velocity of 2.4 km/s and reaching the water table at a depth of

0. 65 km. These parameters are held fixed through the inversion. In the

inversion, we allow only second-order discontinuities below the water table,

so the free parameters consist of ', K, the gradient in the second layer, the

gradient in the third layer, and the depth to the top of the third layer. The

parameter weighting matrix is specified as diag(l0. 10., 1.0, 0.1, 0.1) for

these parameters, respectively. The starting model source parameters are the

forward modeling results listed in Table 4.

The stations used in the inversion are listed in Table 2, and include a

broad distribution of ranges. The closest receivers (S-12 at 3.81 km and S-16

.at . .87 km) are only marginally outside the spall zone and appear to include

arrivals attributable to spall opening or slap-down. Since these effects will

not be included in our modeling, we must increase the covariance of the

MO "7aveform residuals, effectively down-weighting the importance of fitting the

V
P-40-
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wa.' -orm, at these receivers. The covariance matrix is diag(lO.0, 10.0, 0.01)

I -Dr waveform, amplitude and travel time, respectively. Similarly, the

farthest station (S--4 at 22.4- krn) is located outside the Silent Canvo

-aldera of Pahute Mesa, and we could expect the plane-layered structure

approximation to break down for this receiver. We have therefore increased the

covariance of the waveform and travel-time residuals at this receiver. The

resulting covariance is diag(10.0, 10.0, 10.0). This leaves two receivers

(S-24 at 7.27 km and S-34 at 10.37 km) with reasonable covariance in waveforr.

and amplitude residuals. Unfortunately, preliminary inversions indicate

i -' tha- these stations have unmodeled travel-time residuals which may result from

.opography or laterally varying near-surface velocities. Accounting for

Stiming errors, the covariance for these receivers is diag(0.1, 0.1, 1.0).

Five iterations were allowed, with the Lagrange multiplier specified as 1.0

and the eigenvalue cutoff set for full resolution.

The inversion results are listed in Table 6 and the waveforms for the

final inversion model are plotted in Figure 9. Also shown are waveforms that

resulted from the forward modeling study of Barker, et al. (1985a) using the

structure model in Table 3 and the source parameters in Table 4. For each

station, the waveforms are plotted on the same time and amplitude scales, and

the peak absolute amplitude is written to the right of each trace. Arrows

above the observed records indicate the inversion time window used. In both

the forward and inverse synthetics, the waveforms at S-12 and S-16 are simple

and impulsive, while the observed waveforms are broad, and include significant

- late arrivals. These may be attributed to unmodeled processes of spall and

- slap-do.rn. The first peak at S-24 and S-34 includes the constructive

interference of upgoing and diving rays, while the trough includes the

A -41-
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Table 6 *BOXCAR IFvr~nResults

eratk cC2 /z Caiaz z' RMS LSE

"xlO10C cr 3 ) (s - ,) (km/s/ki) kmi/s/kit) (kin) fit

Start 12.0 6.50 0.83 0.20 3.00 .247

I 12.3 6.56 0.80 0.21 2 .99 ."99 0.90
(1.?7) (1.16) (.26) (36) (55)

2 12. 6 6.62 0.83 0. 18 2.99 253 0.98
(1.7) (1.13) (.29) (.29) (.56)

, 3 12.8 6.62 0.82 0.18 2.99 .286 0.91
(1.7) (1.10) (.34) (.37) (.56)

4 13.0 6.81 0,77 0.15 2.99 .290 0.84
(1.7) (1.18) (.27) (.30) (.55)

5 13.2 6.53 0.81 0.14 2.99 237 1.00
* (1.7) (1.06) (.25) (.51) (.56)

LSE is the least-squares error.
"-/ Numbers in parentheses are the standard errors of the parameters.

Fixed structure parameters include a,-2.4 km/s, ac,-0.92 km/s/km and

z =0.65 km.

4.'..

14.

.2
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Modeling Results for BOXCAR

S-12 3.81 km S-16 4.87 km

Observed Data 87.68 c=/s 99.5 cm/8

- Inversion Result 77.W ca/2 e7.4 cu/a

Forward Result 68.79 am/* 66.10 CM/5

S-24 7.27 km S-34 10.37 km

Observed Data 40.86 GM/u 21-9S am/u

Inversion Remult 36.20 a=/o 17.0 cm/.

*Forward Result 20.24 am/N 13. 80 a=/0

S-74 22.47 kim

Observed Data 1,007 0m/s

Inversion Result _484 am/s

Forward Result 3-610 c/s

0.0 1.0 2.0 0.0 1.0 2.0
Time (mee) Time (uec)

Figure 9. Inversion results for Pahute Mesa event BOXCAR. Shown are the

observed records (top), the results from the numerical inversion (center) and

frc c forward mod&lirg (bottom) . The peak trace amplitude is shown to the

right and the inv:ersion time windnw is denoted by arrows.

- L 3-
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. .ion of the surf~ice r f ICc t ier. ph as 6s A' thou--h the ~xrt.t i arr'

1t Cs at, these Station-s is somewhat oft S -?24 i s l atIe b'; 0 .02 s wh ilIe S -.

cI by C) >, s) thIe kta i Is o f t he wav e for:7s are quite well modeled bot h ir

tr~~e inversion nd in tefrad mod e Iin~ indi cat inF, that te'eoi'

11ent near the source depth is well deterc-t:ned. Since S- 74 is outside ot'

?ih'te Msa. e epect the arrival time to 1), poorly modeled. Thieatliee

o: te svnt11,'et ICs a re a I o' s omewh !-at t uo la:-S- but the gene-rsi shape of .

Cvf--m s is aqat e lv 7modelIed withi r, the iers ion t i.e in-

~ ~-TablIe 6 indicates that in the inversion, the model parameters vary onl'y

slightly from the starting model. K increases, but then returns to i's

0sartling value, 'I'. increases slowly. The second layer gradient varies abo-o!

ts sarting value, while the third layer gradient decreases slowly and th-e

d~epth to the third laver remains constant. This is reflected in the dat a

o r t canc e vectors kJigure 10). Throughout the inversion the amplIi tudl.

esidual s (part icularly at the more distant stations) are most firportanti.

.....................gthe solution, while the parameter smoothing constraint on ';,an

th;e third laver depth force these parameters to vary slowly. Although full

resolut-ion was specified, the problem is non-linear and the para-meters trade

of f The parameter smoothing inhibits the parameters from assumriTng

eis-, c ale. A side effect of full resolution is that the pararre-ter

.'r~~nescan be large. Shown in parentheses in Table 6 arc, the standard_
%

ercrs (square root of the variances) for the parameters. Although the errors

I ac arge (particularly; for the third laye-r gradient), the so Iut ion

-. /cot. ,rgent
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BOXCAR Data Importance Vectors

*3.8-

0 4.9-
( % 7.3_

10.4--
r22.5
-3,8 - -- - - -

,~3.8

4.9--

S7.3-? 1D,4 -

S22.5
'.- 3.8-

*4.9-

10.4--
22.5

0 4

1 2 3 4 5

Iteration

* Figure 10. Parameter resolution matrices for each iteration of the BOXCAR

inversion. Plotted from top to bottom are the rows of the matrices

corresponding to the source pararreters, '. and k, and the structure

• parameters, upper gradient, lower gradient and interface depth For perfect

resolution, the resolution matrix would be the identity matrix.
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." -o -1 ..perha-s, be ::n surprise tt the inversion results do nc-

: iantlv from the starting mode . The starting structure model is

C'. , :.i:0 the vt-locit structure deterrmid vHartzell, et al [1983) ia .- .

-•o:o r deling the details of the S-24 and S-3. records from BOXCA>;R This

-:: slhown in Figures 3 and 4, and is reinforced bv the agreement Let-e..

.or-wird and inverse synthetics in Figure 9. The conclusion is that thf.s

structurr model is very good for BOXCAR. The starting model source paramters

-ere determined b,, forward modeling using this structure model. One problem

, ith the forward modeling study was the need to assume the same structure

-- ~-, odel for all Pahute Mesa events. By performiu.g the simultaneou inversior. or.

the waveforms of these events, we will determine if significant modifications

-o the structure model are demanded for slightly different locations withi.

P.hute Mesa. By comparing the source parameters from forward and inverse

:.od~ing, we may determine to what extent these structure variations effec:

our estimates of source parameters.

-.. ,

..- o
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K M!AST

In Inverting the vertical velocity observations for the event MAST

(6/19/75, 520 kt estimated, 0.912 km depth), we use a starting model with the

same structure parameters as in the BOXCAR inversion and source parameters

determined by forward modeling of MIAST (Table 4). Three observed records are

available outside the spall zone (Table 2). The covariance matrix of the

observations is specified as diag(0.01, 0.1, 0.01) for waveform, amplitude and

time residuals, respectivelv, except that because of noise at the most distant

rece-.er, its waveform residual variance is set to 0.1. The parameter

'e~hting matrix is diag(l.0, 1.0, 0.1, 0.1, 0.1) for 4' , K, the gradients in

the second and third layers, and the depth to the top of the third laver,
I
" restoctivelv. The Lagrange multiplier is 1.0 and the resolution is such that

* three or four of the five parameters are resolved each iteration.

SThe results of the inversioin are listed in Table 7. The synthetic

waveforms from the fourth iteration are plotted in Figure 11, along with the

observed records and the synthetics from the forward modeling study of Barker,

et al. 11985a). Arrows above the observed data record indicate the inversion

- time window, and the peak absolute amplitude of each trace is written to the

right The parameter resolution matrices for each iteration are plotted in

4 Figure 12. Because some eigenvaluts are truncated, the gradient in the third

Ir layer is not resolved and other parameters trade off with each other (in the

case of perfect resolution, the parameter resolution matrix would be the

idertitv matrix. K and the second layer gradient are well resolved. 4', is

initially well resolved, but begins to trade off with the third laver

T iar; eter-, beginning with the third iteration. The inversion reaches a

4
%. -47-
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Tab, ,  MAST Inversion Resu_,lts

-teratlion k :c2," z z R.MS LSE

(x10 : cm3 s (5k im/s'/k ) k. , kin) C kin) fit

Start 4.70 7.50 0. 83 C 20 3 00 Z.9

.1 5.44 7.74 0 96 0 20 2.64 9 7 78.5

78) (.78) ( 33) 01) (.05
5 .35 6 65 1 .05 U 0 2 .66 .1Q 7.26
(.79) (.70) (.32) ( 0-) (.49)

3 7.50 5.43 1.46 0.20 1.89 .105 46.5
(.76) (.66) (.24) ( 07) (.22)

6.22 6.39 1.58 0 66 1.85 .095 11.0
-- (.78) (.59) (.36) (.30) (.39)

5 5 .84 6.47 1.66 0 81 1.81 112 2.25

( 74) (.69) (.28) (.32) (.40)

LSE is the least-squares error.
%, .,N.bers in parentheses are the standard errors of the parameters.

Fixed structure parameters include a.-2.4 km/s, Ba.=0.92 km/s/km and

z,=0 65 km.

.Id

..
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-- Wwk-*'77 171C--1 W-

Modeling Results for MAST

S-5 3.65 km

Observed Data 43.51 cm/s

Inversion Result 55.22 cm/s

Forward Result 45.37 cm/s

S-6 5.47 km

*Observed Data 19.36 cm/s

AInversion Result 18.08 cm/s

Forward Result 33.24 cm/s

S-7 7.30 km

Observed Data 13.73 cm/s

*Inversion Result 12.06 cm/s

IForward Result 17.72 cm/s

70.0 1.0 2.0V.Tim e (s ec)

F i g~re 11I Inversion results for Pahute Mesa event MAST. Shown are m

obser-ved records (top), the results from the numerical inversion (center) and

frort forward modeling (bottom) The peak trace amrplitude is sliowr- to tht

rhtand the inversion time window is denoted by arrows.
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MAST Resolution Matrices

K

z5

1 23 4 5
SIteration

Flgure I M Parameter resolution matrices for each iteration of the KAFT

~nxe r s ion Plottced f rom top to bottomn are the row~s of the arc

s r to th source parameters * and k, and the struct

p~r5eerupper lower gradie:- 4.:d int.erf ace de;:h Fr p(r.:

resoluticTr, the. resolution iraatrix would be the identity matrix
-. y

.4' -a . t
v.--
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rrirn.um in RMS fit at the fourth iteration (the divergence at the ff

iteration is due primarily to the change in ir.) so the synthetics plotted i.

i gure Ii represent this so!uti n. Presumably, if more iterations .- r,

a! low-'ed, the inversion would re turn toward these parameters. Becaus-

eigenvalue truncation was allow,. , the standard errors in Table " are

r.-asb ablv small. The parameter variance has improved at the expense ci

paran eter resolution.

The first peak at S-5 is simple and is well md-ied bv both the forward

and inverse models. The trough of this record. h cw,-. r .v, , reflects the

* interference of the pP phase with the upgoing and diving P waves. The details

of thiis interference are slightly better fit by the inversion waveform, but

first peak amplitude is better matched by the forward model. The features

of t.e first peak at S-6 and S-7 are sensitive to the interference of upgoin.

and diving Pand are significantly better modeled by the inversion waveforms.

uFurther, the details within the troughs for these stations, the amplitudes of

the first peaks, and the travel times are all improved bv the inversion. It

would appear that the higher velocity gradient in the second laver resolved by

tne inversion is demanded by the data. This results in a source model in

hich '9is somewhat higher and K is somewhat lower than the forward modeling

results of Barker, et a]. (lc85a)

" -51-
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SI NLET

The same starting structure model is used to invert the observed vertica'

velocitv waveforms for the INLET (11/20/75, 500 Kt estimated, 0.817km de-th?

and starting source parameters appropriate for this event are obtained frco

Ch forward modeling results (Table 4). Three observed records are availablc

outside the spall zone (Table 2). Although the spall zone for INLET was quite

* limited, the record at 1.63 km may contain some unmodeled effects due to spal'

or slap-dowr, so its covariance matrix reflects uncertainties in waveform

arplitude and is specified as diag(10., 10., 0.01) for waveform, amplitude arid

time residuals, respectively. The covariarce matrix of the other two

observations is diag(0.1, 0.1, 0.01). The parameter weighting matrix is

.agtl.0. 1.0, 0.1, 0.1, 1.0) for ., K, the gradients in the second and third

la'.ers, and the depth to the top of the third layer, respectively. The

Lagrange multiplier is 1.0 and the resolutio:. is such that three or fro'ur of

W -',-,e five parameters are resolved each iteration.

The results of the inversion are listed in Table 8 The svnthet c

a.viorms are plotted in Figure 13, along wi'h the ohserved records and tlr-

. . .. tetcs from the forward modeling study of Barker, et al. (1985a> . Arrows

" 'he observed data indicate the inversion time window, and the peo.

's(),r,,ie amplitude of each trace is writter, to the right. The svnthe: 'c

S',,'.'forn>- from forward and inverse modelinr are quite similar in shapt

-52-
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Table 8 INLET Inversion Results

iteration W k Za,/Zz Za 3/Zz z 3 MS LSE

(xlO:: cm3 ) (s -1 ) (km.; s 'ki) (km/s/km) (kin) fit

Start 3 .20 8.00 0.83 0.20 3.00 .242

1 4.05 7.93 0.88 0.20 2.61 .164 13.8
.84) (.92) .31) (.00) (.11)

2 4.30 8.03 0.91 0.15 2.37 .149 1.44
87) (.90) (.28) (.10) (.95)

3 4.15 8.14 0.89 0.15 2.12 .151 1.19
(.69) (.69) (.33) (.02) (.59)
4.40 8.13 0.86 0.13 2.18 .140 1.18
(.84) (.87) (.40) (.06) (.86)

5 4 48 8.12 0.83 0.12 1.88 .135 5.27
(.80) (.83) (.31) (.01) (.08)

LSE is the least-squares error.
Nu mbers in parentheses are the standard errors of the parameters.
Fixed structure parameters include a,-2.4 km/s, Za,-0.92 km/s/km and
zz .65 km.
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Modeling Results for INLET

S-5 1.63 km

Observed Data 95.40 cm/s

Inversion Result 83.69 cm/s

Forward Result 78.38 cm/s

S-6 3.27 km

Observed Data 40.82 cm/s

Inversion Result 40.97 cm/s

Forward Result 39.29 cm/s

*S-7 6.53 km

Observed Data 22.07 cm/s

Inversion Result 24.57 cm/s

Forward Result 19.90 cm/s

0.0 1.0 2.0
Time (sec)

F"gure 13. Inversion results for Pahute Mesa event INLET Shown arc tJ,

observed records (top), the results from the numerical inversion (center) and

fror- forward modeling (bottom). The peak trace amplitude is shon- to tr, -

right and the inversion time window is denoted by arrows
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although the absolute amplitudes and travel times are slightly improved by th,

e .version. The S-5 observed record contains late arrivals in the tro,-gh that

are not modeled by either approach and may reflect spall processes. The

observed first pulse at S-6 is significantly wider than either of th,

synthetics, although the pulsewidth at S-7 is well modeled and that at S-5 is

nearly fit. Apparently. allowing the structure model to var; cannot irprove

the fit at S-6 while still fitting S-5 and S-7. The observed waveform at S--

is rather noisy, but both the forward and inverse synthetics include the

-ultiple arrivals apparent in the trough.

The parameter resolution matrix for INLET is plotted in Figure 14. The

* gradient in the third layer is never resolved. The slight variations in this

parameter from the starting value (Table 8) are not resolved, but result from

slight trade-offs with other parameters. The gradient in the second laver is

well resolved in each iteration, but its value departs only slightly from that

of the starting model. This indicates that the velocity gradient near the

source depth from the Hartzell, et al. (1983) model is appropriate for INLET

as well as for BOXCAR. In the inversion, K is well resolved, but remains

clos. to the forward modeling value determined by Barker, et al. (1985a). 'P,

however, increases by about 35% over the forward modeling value. This results

* in the improved fits to the peak amplitudes.

% 'J

-if,

,.
0
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- INLET Resolution Matrices

K

Zc3

2 34

Itraio

Fiue1zaaee eolto arcs fr ech ieain o h NE

parameers, uperegrdtent

4. resolution, the resolution matrix would be the identity matrix.
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SCOTCH

For the Pahute Mesa event S Kt (5,'23'67, l5 Yt announced, 0.9 ' k:

eth) , only two vertical velocit. recordings are available outside the spall

-, on but w.it-h in Pahute Me sa (see .. be 2) Since the moedistant of these is

a range of only 6.06 km, and :rom our experience in inverting MAST and

... I data, we s- ect that the pa.ameters of the lower structure will be

pocr- resolved. 'e therefore us,- the same starting model as in the other

events, but raise the interface a, the top of the third laver from 3.0 km to

5 km. In addition, we decrease the weights of these parameters. The

starting source model is obtained from the for-ward modeling results (Table 4)

The parameter weighting matrix is diag(l.0, 1.0, 0.1, 0.01, 0.01) for 'l, K,

-,he gradients of the second and third layers, and the depth to the third

laver. respectivelv. The covariance matrix of the observaticeis is diag(O.01,

C 1, 0.001) for waveform, amplitude and time residuals, respectively, for both

stations. The Lagrange multiplier is, once again, 1.0, and the resolution is

7uch that four of the five eigenvalues are resolved.

The results of the inversion are listed in Table 9, and the final

;er- t ion synthetic seismograms are plotted in Figure 15 along with the

-ve.-d w~avefor-ms and the synthetics from forward modeling. The parameter

resol'.ition matrices for each iteration are plotted in Figure 16. As expected,

the gradient in the third layer is not resolved in the early iterations, but

"-.,use the egenvector corresponding to the truncated eigenvalue is not

0 . cir.- ,I; it the direction of this parameter, its value is decreased in spite

af pamrae t e r smoothing. An interesting effect occurs at the fourt.

1, 1.;t), I.r At this point the depth to the top of the third lave-

-- 57-
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Table 9 SCOTCH Inversion Results

.!eratio k aa 2 /az ac, 5z z. RY.S LSE

n (xlO'1 crr3 ) (s-) (km/s,/krn (km' kn. (kin) fit

" Start 1.30 12.00 0.83 0.20 1.50 .283

1 1.82 10.90 0.54 0.04 1.42 .2zK 1 59.3
(.42) (.87) (.28) (.08) (.30)

2 1.11 12.98 0.65 0.04 1.24 .3.8 182.
(.45) (.88) (.21) (.01) (.04)

3 1.76 12.52 0.39 0 09 1.41 .2-2 24.8
(.46) (.88) (.24) (.05) (.26)
3 .35 11.55 1.10 0.63 0. 92 .451 162.
(.44) (.87) (.20) (.28) (.15)

* 5 2.02 10.50 1.00 0.63 0.76 .229 20.0
(.62) (.88) (.12) (24) (.28)

LSE is the least-squares error.
N ibers in parentheses are the standard errors of the parameters.

Fixed structure parameters include a.-2.4 kin/s. 6ce-0. 9 2 kin/s/kin and
z,-O 65 km.

-
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Modeling Results for SCOTCH

S-3A 4.13 km

Observed Data 22.04 cm/u

* Inversion Result 25.16 cm/a

Forward Result 24.80 cm/u

S-4 6.06 km

Observed Data 20.88 cm/s

Inversion Result 21.37 cm/s
4 %

Forward Result 17.32 cm/u

-,%

.h'

* 0.0 1.0 2.0
Time (sec)

Figi.re 15. Inversion results for Pahute Mesa event SCOTCH. Shown are the

obsc.rved records (top), the results from the numerical inversion (center) and

frr. for,.-ard nodeling (bottom). The peak trace amplitude is shown to the

ri.,t and the inversion time window is denoted by arrows.
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SCOTCH Resolution Matrices

.d

z3

1 2 3 4 5
Iteration

* Figure 16. Parameter resolution matrices for each iteration of the SCOT, i

inversion. Plotted from top to bottom are the rows of the matrices

NP corresponding to the source parameters, f- and k, and the structure
N.
%J parameters, upper gradient, lower gradient and interface depth. For perfect

resolution, the resolution matrix would be the identity matrix.

0.6
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oecomes shillower 0 915 kin) than the source depth (0.9'0 k, so the so'.:rce

_c Dcated within the third laer. Now the gradient in the third laver F

el resolved, aod approaches the value previously obtained for the seco:,:

a laver (about (.6 k::_s k.m while the second layer gradient approaches th

".', 'v e of the f. Fradient in the top layer (about 0.9 km,s.' mn. By th

fifth iteration, the depth to the top of the third laver has decreased to 0,--

-:. The result of a!l of these changes is that the velocitv stricture

. prc:.imates a two-gradient model with a second order discontinuity at a d,pth

of 0.77 km, rather than at the presumed water table depth of 0.65 km (we do

ro- have specific information on the water table depth near SCOTCH).

The observed waveforms (Figure I5) include an impulsive first arrival. A

secc7-d phase arrives at a time between the first peak and the trough. These

feat,:res are well modeled by the forward synthetic seismogram at S-3A, but the

two arrivals form a single peak in the synthetic for S-4, which is broader

tnan the observed pulse. Because the gradient continues below the source in

. the inversion model, the diving ray arrives before the direct ray for both

ranges in the inversion synthetics. This causes a somewhat early and

* double-peaked first pulse. Forcing the structure below the source to have a

l- jower gradient would improve the fit of the synthetics to the data.

X
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SCALING RELATION FOR YIELD ESTIMATION

7-Te source parameters determined through waveform inversion for the fo:

s o r c ri i c e h v h s~

ahute Mesa events studied are sum.:rarited in Table 10 Since we have chosn

an analytic form of the RDP (the Helmberger-Hadlew, 1981, form), we must

derive scaling relations in order to estimate the yields of these events.

F-Burdick, et al. (1982) and Hartzell, et al. (1983) determined scalinr

relations for the Helmberger-Hadley RDP appropriate for ATchitka and Pahute

Mesa, respectively. However, each derived separate relations for 41 and K as

functions of yield and source depth. Since the determinations of 4, and K are

6 r independent we follow Barker. et al. (1985a) and equate the relations bv

S olving for the comrmon parameter of depth, to obtain a single scaling relation

giving yield as a function of 4f, and K. Specifically, the general form of the

relation between yield, 4. and depth is

C I b' }=,'h °  (24)

where C1 is a proportionality constant, and a and b are exponents of yield and

depth, respectively, by which cavity radius is related. Similarlv, the

relation between yield, K and depth has the form

C 2 K3 (2')

%" where C2 is another proportionality constant, and n is an erpiricallv derivtd

constant. Solving these equations for depth and equating the two, we obtain

, ) = -, " '.  A ' " (26)
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-. p and Mueller (1971) argue that it is reasonable for the cavitv radius to

deTend on the cubv root of yield, so a - 1/3. Using Orphal's (1970) equt.ic::

n:for cavity radius, we obtain b - 0.09. Finally, Mueller and Murphv (192.

dcter-ined empirically that n = 2.4 so that equation (26) becomes

= ?,. 276&0 826

Of the four events modeled, BOXCAR and SCOTCH have announced vields, and

so may be used to determine the proportionality constant, C,. Usinr the

narameters of the RDP determined for BOXCAR (Table 10) and a yield of 1300 kr

(Marshall, et al., 1979), we obtain C3 - 1.779 x 10-12. This value predicts a

yield of 175 kt for SCOTCH, which is greater than the announced yield of 155

Xt (Marshall, et al., 1979). If, on the other hand, we use the yield and RDP

parameters for SCOTCH (Table 10), we obtain C3 - 1.575 x iI2 which

'.nderpredicts the yield of BOXCAR (1150 kt). Predicted yields using both

proportionality constants are given in Table 10, but since SCOTCH is a small,

overburied event, we prefer the predictions based on the BOXC.AR constant.

e,
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Table 10 Source Parameters frr- w. aveform Inversion

Event K Yield- Yield' published Yield
'',(s-: i.x O ' :  cm )  ( t) k ) (kt)

BOXCAR 6. 53 13.22 1300*1 1 50 1300?
M ST 6. 39 6.22 497 32 520k
INLET 8 12 4.48 391 346 500,
SCOTCH 10. 50 2.02 175 155" 1553

Constrained to announced yield.
From equation (27) calibrated to BOXCAR (C,. = 1.779 x 10 - 2 .

2 From equation (27) calibrated to SCOTCH (C, - 1.575 x 10-).

IMarshall, et al. (1979)

Dahliman and Israelson (1977)
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CONCLUSIONS

Perhaps the most crucial step in the determination of effective source

functions and the estimation of yields from near-field recordings of

underground nuclear explosions is the development of an accurate velocity

structure -odel. Previous studies have obtained these models through

l aborious trial-and-error waveform modeling. We have reviewed the results of

c-rvard modeling for source paraceters at Pahute Mesa using the velocity

sructure model of Hartzell, et al. (1983). The resulting synthetic

seigrans provide an admirable fit to the observed waveforms, particular!;

,r XCkVR and SCOTCH. There is some concern, however, regarding the adequacy

the structure model for other locations within Pahute Mesa, and in how

,r errors in the structure model effect the determination of source parameters.

An additional problem is that in determining source parameters from explosions

in a different structure (whether Yucca Flats, Amchitka, or one of the Soviet

test sites), a new velocity structure model must first be determined.

In order to address these issues, we have developed a simultaneous

" inversion method which solves for the parameters of both the source and

velocity structure models. A report on the initial development of the method

was given in Barker, et al. (198h)) and the application of this method to

Pahute Mesa data was presented in Barker, et al. (1986). We have improved the

inversion technique by incorporating the jumping method of Shaw and Orcutt

(985). The primary improvement in this technique is that parameter

constraints and error analyses are made on the parameters of the model, rather

than on the changes in the parameters. We have presented a test inversion of
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,a swnthetc data set. 7he results were quit*- promising, but lso i>' t.. -

the limitations in the resolution of deeper ,:ductureswle: lr d rat.g, .

Te inve rsions of wave forms for fu u:- Pahute Mcsi= ex.:,' Is i 7.

D-e presented and discussed in some detail I:. general, the synthetic w-.efc<-

§-xr the inversions provided improvements over the forward odelir results

amplitude, arrival time (except SCOTCH), and in some cases, in the deta.

shapes of he waveforms. For BOXCAR, the structure model obtained was n,"

significantly different than that of Hartzell, et al. (1983). This is nrt,.

particularly surprising, since these data were modeled in the development of

* the Hartzell, et al. (1983) structure. For the other events modeled, ther:-

,.,:as very little resolution of structure parameters deeper than about 3 ':n

Above this, however, the velocity gradient nt-sr INLET is very similar to tha-

near BOXC.R, but the gradient is much greater near MAST. The results fr-,:-

-" SCOTCH suggest that the water table is somewhat deeper than the constrai:, d

value used, but that the gradient below this is similar to that of BOXCAR

Referring to Figure 1, we see that BOXCAR, INLET and SCOTCH are all located

well within the Silent Canyon Caldera, the structural feature that defir.<-

Pahute Mesa. However, MAST is located on the northeast edge of the rrres

w 'here one might expect variations in velocity structure.

The parameters of the effective source functions were used to deve'.p,

scal g relations and to estimate yields for the events studied Barker
O.

:'. l9 S .a estimated wields from the forward modeling results These va:l.

ar given in Table 4. 6e have obtained two estimates of yield from
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arsion results, using relations determined for the announced yields of

cr WOhAR or SCOTCH. We prefer the estimates from BOXCAR, which Fiv.

-.s of k' for MAST, 391 kt for INLET and 175 kt for SCOTCH

I Ile th.. resolution of the inversion results depends on the rane

.... ut7on of te observations, and the results are limited by noise or the

* s of lateral structural variations in the obser-ved data, the application

e Mesa "aveforms has de-onstrated the usefulness of the method

r, :-fs be."on. parameters, p rticularly between structure and sourc-

7' ters, ae q.antified by the error analysis inherent in the inversion

.........d. Finallv, the inversion may be applied to near-field waveforms fro:r

a.v site, without any a priori information on the crustal velocity structure

-:s makies such an inversion valua ble as one of many on-site verification

ecnniKques ,en "ling the calibration of test sites for treaty monitorinc

"p.

6
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EVIDENCE FOR LINEAR MATERIAL RESPONSE

: ~, AT HIGH STRAIN IN THE NEAR FIELD
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INT'RODUCTION

Some of the most successful applications of synthetic seismogram

techniques have occurred in modeling studies of near field records from

explosions and earthquakes. Evidently, the crust in many situations can be

reasonably approximated by a layered elastic model containing no more than ten

to twenty layers. As long as sources of negligible spatial extent are

considered, observed records are generally simple and can be matched in close

detail from the body waves through the surface waves. Some examples of such

studies are those of Helmberger and Hadley (1981), Burdick et al. (19S4) and

Stump and Johnson (1984), who modeled records from nuclear explosions and

, those of Liu and Helmberger (1985), Hartzell and Brune (1979) and Langston and

Franco-Spera (1985), who studied small earthquakes. Because many crucial

properties of seismic sources can be constrained from such studies, there is a

continuing effort to improve their resolving power. In order to increase the

accuracy of near-field source-crust models further, it is becoming necessary

to consider propagation in linear anelastic media rather than just linear

elastic media.

Unfortunately, developing accurate models for the distribution and
4

frequency dependence of Q in the shallow crust is just as difficult as

, determining accurate Q models for the aesthenosphere and mantle. Many

different types of physical phenomena are believed to contribute a component
4

to near field absorption including scattering (Menke. 1984), bulk losses due

to aosorbed water (Tittman et al., 1972) and losses due to frictional s1idinT

un cracks at high strain (Stewart et al. 1983: Mavko. 1979 Day and Minser
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The last of these presents a problem unique to interpretatio, of near

fie,'d data because it is only in such data thKit shear strains are large enoi.

.:::c- the effect. Figure 17, which is re.:rawr from Mavko (1979)

s>"rL "..... the laboratory data which indicates that absorption begins to

i,:crease significantly in some geologic materials when shear strain exceeds

-. ". Two Points that are illustrated by Figure 17 which will be significar-

in the the following discussion are that, in general, the increase in

absorption is more pronounced in softer material, and that the effect should

become very apparent in such materials as shear strain ranges from I to 100

microstrain.

• ,In a previous report (Burdick and Barker, 1986), a method was presented

for estimating shear strain fields from observed near-field velocity records.

It was utilized to measure shear strain levels for a set of observations fro,-

nuclear explosions at Pahute Mesa and from a small earthquake in Imperial

Valley, California. Here we present an extended analysis of that data set in

which we have made a more thorough attempt to detect a reduction in apparent

%J. due to high shear strain levels. We begin with a brief review of the methods

developed in the preceding study. Then we discuss the various types of

evidence which might indicate reduction of apparent Q due to high strain in

the Pahute Mesa data set. This data was recorded in a region with a

dominantly sandstone lithology. Figure 17 shows that reduction of apparent 0

by high strain should be most easily observed in just such an area. An

improved method for measuring apparent Q is presented and utilized to measurt

the observed differences in Q between various combinations of P and S wavesVQ

Correlations are sought between the observed apparent Q's and the peak sht-ar

9- strains induced by the P and S pulses.

-70-

eW
% %



J
I qT . F

002 50
-anorthosile

0 0 8 -sondstoneX I
x/

0016 X ATTENUATION. vSVS
o 4STRAIN

0,012

0010 pyroxenite 100

0008 -/K

/

0 006 X
vi x 200

P0 004004gronite qorzl 0

0 0' 2 - x

limestone 1000
o I I , I I I I

0 10 20 30 40 50 60 70 80

Microstrain

Figure 17. Linear plot of attenuation versus strain amplitude for six

different dry rocks (redrawn from Mavko (1979)).
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PREVIOUS WORK

:n a whole space, the strain pulse due to a point source is just the

Vt .- itv pulse multiplied by the medium's slowness. In a layered half space.

-viocitv and strain time histories differ to some degree. The extent of

the difference can be determined through synthetic seismogram computation.

The i.onze-o components of the stress tensor are computed automatically in

s.:ndard wavenuhmber integration calculations. Unfortunately, the technique

,.sed most often in modeling studies of near field data is su.m.ation of

generalized rays because it provides high frequency synthetics in much less

time. Some slight modifications of the approach are required to generate

synthetic strain-time histories rather than motion-time histories. Following

Helmberger (197a), we can express a single generalized ray at high frequency

in the far field as

2 d Ip dp -
rcsy(t)=.t %t \ dt .

evaluated along the Cagniard contour in the complex p plane. The factor 7 is

the product of the reflection and transmission coefficients along the ravpat.

A is the source radiation pattern term and R is called the receiver function

Th.e only difference between a strain generaliz-.d ray and a seismic motion

.. geeralized ray is a change in the expression for the receiver function.

These functions for either motion or strain are given in Table 11. The

factors p and - are horizontal and vertical slow-nesses, a and h are the P and

S vi-ocities and - is plus or minus one depending on whether the ray is up or

,...going at the receiver. The functions on the left are for receiver points
0

i-. he medium ind those or: the right are for points on the free surface.
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-ible 11

Receiver Functions

Seismic Motions

In th Mediu & the Free Surface

R E'77ap = 277.ij -17 p 2 )/, 2 R (p)

with R(p)-(Y7 ,p 2 4p7T

R PR ~P RR 7 70Rp

R = p Rsz4p7T7 ,8'fR( p)

RSR C 7 R sRz2 7,e 2p 2fl 2 R p

Rso=p Rse 2p

Strains

Rpz- -E '7.JRP pz R - cpR,,

with c - (a 2 2 2

'R -PZR - pR p R pzR it--pR.

RP Z - E TI.1RR RpRtZ pRpz

RR = PR PR RpRitR p PR pRi

Rs t- - PR sz R $ C p pR sR

RstR - -pRszt Rsit~t- -pRsx

R sRz -= rRs Rs~z , 0R~

RsGR -PRs, Rs.Rt , - pR 5 .
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The abov,- formalism was used to comnpute sthtcvelocity an-d strain

_ilc;es for several relevant test cases. Definite differences existed in tl,e

%4ocitv aind strain time histories, but they .--re small in most cases. This

sur iested that a method analogous to the one that works in a whole space could

") b dc-.ised for the layered half space case: a procedure that transforms

. hobserved velocity records to estimated strain records. Whereas in the former

case velocity is multiplied by slowness to obtain strain, in the latter

velocity can be transformed to strain by convolving the velocity pulse with

frequency dependent transfer operators. These operators can be genierated by

deconvolving synthetic velocity from synthetic strain records of any given

source-receiver geometry. In most cases, these operators turn out to be very

delta-like functions with amplitude controlled by the velocity at the receiver

site, just as one might expect. The first data base processed using the

.transfer operators was a suite of near-field velocity records from 6 Pahute

Mesa nuclear explosions. They were SCOTCH, INLET, MAST, HALFBEAK, ALMENDRO

and BOXCAR. The recording instruments were L7 velocity meters, so the signals

r-corded on them were essentially velocity versus time. In order to compute

transfer functions, it was necessary to select a layered velocity model for

Pahute Mesa. The one chosen was presented by Barker et al. (1985) who

developed it specifically to give accurate near field synthetics. An example

of the computation of a transfer operator for a 1000 kt event located at 1 km

9, depth in the Pahute Mesa structure is shown in Figure 18. The synthetic

vertical and radial velocity traces are shown on the left, the four nonzero

partial derivatives of displacement with respect to spatial coordinates in the

center and the transfer functions on the right. The top strain is Ez, the

bottom is E,,, and the average of the center two is FRZ. Note that the center

two traces sum to zero, so the free surface condition is maintained. The
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VELOCITY TO STRAIN TRANSFER

(1O00 Kt, Pahute Mesa Structure, Range = 10 km

Vez city S1fain Transfer Funmo-

w 1 13 0 crr/sec tr , . slr, n

W 3" 0 2cm/sec 76 2B 0~

S ---

V 45~ 8 , Sr, C

_ 280

9 962 -n/sec 280

a z 
2 6 3

24 4

Sse:

Figure 18. An example of the computation of the velocity to strain transfer

functions for the Pahute Mesa structure. The velocity traces on the left are

deconvolved from the strain traces in the center to produce the transfer

operators on the right.
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i"r:ansfef" functions are computed by transfori':o the ve ocitv p.iso and the

coa -spanding partial derivative pulse into the freQ'enc'; dama'.n using a fa "

' urie- transform alporitm The latter i di '. b,; the orr and tl.,

inverse transform taken. The signal to noisc ratio of the essin Figur

IS is ab'ut 5 to I. To suppress the noise, a oaussian filter with a cutoff c:

A hr is applied to the transfer operator before it is applied to the data. t.

priciple, both the vertical and radial records could be used along with the

_.?ropriate transfer operators to estimate strain. In practise, it is

"-" difficult to do so because the synthetics are never really exact, and

generally the vertical is predicted better than the radial. It is difficult

to achieve the delicate cancellations required to maintain the free surface

condition. Therefore, the vertical component is used to generate one of the

%j two nonzero strain components for an explosive source, and the free surface

conition is used to generate the other from it.

The next records to which the velocity to strain transfer operators were

applied were from an aftershock of the 15 October 1979 Imperial Valley

earthquake. The aftershock was studied in some detail by Liu and Helmberger

1985) who provided a mechanism, moment and time function for it. They

reported the event depth as 9.5 km. The predominant arrival at all stations

* was a strong, unusually simple S wave, so in this case we computed S rather

than P operators. The polarity information in the data set was very clear,

and it allowed Liu and HeImberger (1985) to constrain the mechanism to be

< Ixst pure vertical strike slip. They reported a moment of 1.0 x 102,

.de-c,, and a triangular time function with a rise of 0.1 and a fall of 0.1 s
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Frcm our modeling studies, however, we conclude that a moment value of 0,6 x

102- dyne-cm and a time function with a rise of 0.3 and a fall of 0.1 s a-e

Tore accurate.

The nonzero strains generated by incident SV are E., and EU . As before,

we wished to insure that the free surface condition would be satisfied, so we

used only the radial component of motion and generated both strains from it.

The transverse records were used to generate the third nonzero component of

strain. Another important difference between the Pahute Mesa and Imperial

Vallev data sets is that, in the latter, Liu and Helmberger (1985) found

evidence for a very low shear Q in the form of a strong frequency shift

between P and S waves. The values they used for shear Q in the top half k7 of

their crustal model were of the order of 10. This resulted in a relatively

distance independent t* of .132 s. Values of shear Q this low are atypical

and could easily be interpreted as an indication that nonlinear reduction of Q

due to high strain is taking place. The peak shear strain values for 16

observing stations ranged from 5 to 65 x 10-6. We here report on our

additional attempts to detect in the Imperial Valley and Pahute Mesa data

sets, any evidence of nonlinear material response.

EXPLOSIONS

Devising means for detecting nonlinear reduction in apparent Q from

near-field or teleseismic observations of nuclear explosions is difficult

because there are always tradeoffs between the effects of attenuation and

other processes. In the near field, the decay rate of wave fields is

dependent on both the elastic and the anelastic crustal structure. At

teleseismic distaines, estimated values for total attenuation (embodied in a:
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I ,-  In thee ne -a r f ie 1d 7od el i ng s tud ie s o f Bu-rdick et a!.94. and Hartz,-

1 1483:al ' elastic crustal structures were dev-.eloped for A-ch-itka and

(.- i{'ut.Ms by f orward modelIi ng o f obse rve d voci tyv pul se a;TplIi tude s and wav.'

sh apes .The ques t ion is whe ther nonl inear e f f ts we re inadve rtently, magped
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PEAK SEAR STRAiN DECAY
NEAR NUCLEAR EXPLOSIONS

X_

,Boxcar thecreltca0

0

IX

. x

x

Sc~~~theoretico-"'

L K EXA-R (1300 KI)X
0 SCOTCH (155 Kt)
X ALMENDRO
0 MAST

' INLET

10-6 1
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Ronge ( km)

Figure 19. The decay of peak shear strain near to nuclear explosions. The

largest observed value of shear s':rain is l0Q Theoretical curves are show-n
for the largest and smallest ev~nts studied. The observations appear to
follow the theoretical predictions
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S e a anv)ve srs both iVS o c s cu r: -: charact r o.i A-e t

l, e cawi h distance gCeo itv p-oil< .ied 9, 11, a ftrt otpesh

.; , , ,.. e r. t ie I s.. a ver

-. .. ; < : . . t u . c a t P' ,, .'+ t t . -i, h j t' b v e n: m : , • } - i t . . .... . . . . v ' Q .r .

u)e- ,:" 7.,11 o!-,I at tinm. inc hid sta nc loW at 'air. trute models .>

covparcd! Fi 're 2 of the previous section. There is certainl" no eideon e

, 5'J, te5 ah e t ab,5 ino ias occurred. Th21 observed and prtedicted

w amp.itu.e decay ith distance is given in o, 11 ard 13 for Loth th

- <rward and invered crus model s Tere ino indication that the wave fi t

-.- s en anomalously atten"ated with distance. Crustal structure models for

-'- (' T?,.n-MIIJ&V rcW .-nd .. S2 ,models are based oan near field observations, and

:.,sncdaV1 1. 2) rodt is based on low strain refraction information.

t-r- rfine, there appears ti s no bias. Figures in and 22 show the observed

versus preicted e eslo ve.nrcitc value as a fun-ction of range for MILROhi and
," -'. *h.- ' ... K es e t

strain eectivhaeso There is no evidence .or a high rate of attenuation
That isnot acutdfrin telinear elastic model. Note that, for the

tha i diffiu1t j, t o usaaccounted. fo orthe oni-

vertical component, the theoretical curve con: inues to predict the

',,observatitons even inside the spall zone (less than 3 kin) though this is not

true for the radial. In any event, there is no evidence in the comparisons of

high strain versus low strain crustal models that any biasing due to high

'-'.'.tstrain effects has occurred. Likewise, there is no evidence of low apparent 'I

, '.' ', n the peak ampitude-distance data.

7t- . It is difficult to, assc'5 how a substant iA unaccounted for reduction in.

.- .- e.tecti'.e 0 in the ,n, , lt ,d w'u Id affect an estimate of t" based on

#.-:-te .cse 1s:ni c ampF1 1udes. .....uual assumption in such measurements is that th.,-

0. Xp~i01't sourc'e is cffe t in' i;, spherical. If this assumption remains true,
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Figure 20. The three models for the Amchitka crust are compared. All three

models predict essentially the same P-wave times. The CANNIKIN and I-RO,

models also fit the near field waveforms.
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Figure 21. A comparison of the observed velocity data and elastic odeI

predictions for MILROW. Observed peak vertical (circles) and radial (squares)

velocities and elastic model predictions (solid and dashed lines) plotted as a

function of epicentral distance.
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Figure 22. A comparison of obser-ved velocity data from within the spall zone

of CANN'IKIN" with elastic predictions based on data from the elastic region.

Observed peak vertical (circles) and radial (squares) velocities and elastic

model predictions (solid and das'hed lines) plotted as a function o~f epicentral

distance.
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-:v t .e rcduction in Q extendr bevonL the n.ar field data the initial

>-:'rj-gh of the far field elistic wave field as measurec from that data would

s i:Pated he I a .ira, value of t" for the whole ravpazh would be

"ted. if the- z.cne is which effectiv Q is reduced is very asphcer, "

So .o ed to the sur*face layers the nit ial field strength would be

i, :d e rerted and t* for t'e whole path underestimated The only effect

S'ch should be present in e ither case would !e a yield (peak shear strair,

deperdence of the phenisrrenon.

As noted above, the important tradeoff in such measurements is between

uncertainties in the yield scaling of the RDP and t. The apparent yield

, scaling for the Amrhitka test site based on near-field modeling was given by

Burdick et al. (1984), and for Pahute Mesa by Burger et al. (1987). In both

cases, the RDP formalism used was the one proposed by Helmberger and Hadley

'1981). Another widely recognized RDP and yield scaling model for Pahute Mes0

is the one presented by Mueller and Murphy (1971). This model was also based

.o sone extent on near field field data but primarily on near regional data

where strains are much lower. The RDP spectra are compared in Figure 23 for a

V, large (BOXCAR), intermediate (HALFBEAK) and small (SCOTCH) event. The

P % ? differences at long period are not significant since the near field data

Scogntained no long period information. The corner frequencies and spectral

-alloff rates near the peak track very well over the entire range of yields

-j' As explained by Burger et al. (1987), the absolute offset of the two spectra

results in the Mueller-Murphy source giving consistently higher t* estimates.

,. hut that is not important to this discussion The point is that the yield

s aling of the RDP indicated by the near field data does not appear to be

biased in any significant way. The average earth t values determined by
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Figure 23. Predicted far-field source displacement spectra for BOXCAR,

HALFBEAY., and SCOTCH. The Mueller-Murphy (1971) source models are based on

the announced yields. The Helmberger-Hadley (1981) source models zre based on

the near-field modeling results of Brker et al, (1985).
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~ ~ te~s~.-;~i r ri. w a Ie ir.

h k J. t t sr imated va )-o for', I iR' aid KINKI' di ffere-

ven :hc. :,:t ",elds va ied v .: factor- of fou: or five.

ka,.te >!csa. there is a total variat of o n 3r) f 3 i tiirated rt with a

.riaton n -veld of an ordor of magnitude The extre.il values were for

largest and smallest event s but other than that there are nn crov:incing

svstematics. There is certainly no strong evidence fur reduction of effect.e

Q in the near field having a large effect.

EARTHQUAKES

The aftershock of the Imperial Earthquake occurred much deeper than the

-... - pical depth of explosions. In fact, it was so deep that the body wave

propagation to the near field stations remained very simple. The arrivals are

well represented by a single upgoing generalized ray. The rays to all

stations depart nearly horizontally from the source and then turn sharply

upward under the stations because of the strong velocity gradient. The

obser-ved S wave pulses are very simple in character, and easy to model as

shown in Figure 24. The SH and SV waveshapes are very similar because the

,'p.. ravs emerge nearly vertically at the receiver. The abscnce of ringing

*indicates that reverberations at the stations are not significant. As noted

above, the peak shear strains generated by the 16 S waves shown were estimated

previous work, and our purpose here is to determine whether there is

significant evidence of reduction of effective Q due to these strains.

The ciserved deca, of peak shear with distance for the aftershock is

%X , I how:, ii Figure 25. The theoretical curves for a large and small explosion
6.1

.rorr Figure 19 are shown for reference. The levels of shear strain generated
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Table 12 -Measured Values of t* versus Yield

Test Site Event Yield c

(kt) (Sec,

AMCHITKA CANNIKIN < 5000 .94

MILROW 1000 .85

NTS BOXCAR 1300 .92

ALMENDRO 570 .69

MAST 520 .80

INLET 500 .72

HALFJE.A( 365 .74

SCOTCH 155 .61
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Figure 25. The decay o f peak shear strain near the Im p e r ia I alev

If t e rs ho ck The curves for decay of stress near nuclear explosions fror, FiFg--rt

'a!r show-,- for reference. Note that the levels of strain are similar
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the aftershock are quite comparable to those generated by the nuclear

events although the shear modulus of the Imperial Valley sediments is lower

than those at the surface of Pahute Mesa. The decay of strain with distance

is different for the explosion and earthquake cases, but this is primarily d--:.,

to the greater depth of the aftershock. There is more scatter in the

earthquake data, but this is at least in part caused by the azimuthal

radiation pattern of the double couple which has not been corrected for in

this Figure. Given the evidence for the high peak shear strains in Imperial

Valley and the susceptibility of sandstone lithologies to reduction in

apparent Q by strain, the Imperial Valley aftershock data set appears to be

ideal for searching for evidence of this phenomenon.

Liu and Helmberger (1985) initially concluded that the effective Q in the

Imperial Valley had to be relatively low because of the strong shift in

frequency content between P and S waves. Such a shift has, of course, several

possible origins. These include elastic propagation differences for P versus

2: -~S waves and directivity differences at the source as well as strong

differential attenuation. The elastic propagation is so simple in its

geometry, however, that it is not a likely candidate. Source directivity

effects can be damped by averaging over azimuth, so it should be possible to

isolate the effects of differential attenuation to some degree. If it

correlates with the difference in peak shear strain carried by P and S, we

would have some evidence of nonlinear material response. Figure 26 shows some

examples of the strong P to S frequency shift. Three examples of observed P

-. -, waves are shown in the left column. Even though they are very high in

frequency content they are relatively simple for near-field S wa\es just as

-.e S '.aves in Figure 25 are. In the center column are Futterman ,ttenuatic,

%-91-
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operators that transfer the P pulses into pulses that most resemble the S

waves. The criterion for selecting these operators is discussed in the

following section. The filtered P is compared to the associated S pulse in

the right column. The peak shear strain carried by each pulse is also

indicated. The amount of relative attenuation is quite variable, and in these

examples it appears as if it may be related to the difference in P and S

strain. Also, the filtered P and S waves match each other in close detail

indicating that a difference in attenu, tion might be the most significant

difference between them.

It must be acknowledged at this point that representing the effects of

nonlinear material response with simple attenuation operator may turn out to

be a very poor approximation. As discussed in oay and Minster (1986), it is

necessary to consider propagation in media with generalized constituative laws

to treat the problem in its entirety. However, solutions to such problems are

much more complex than those commonly used in seismology, and it is

appropriate to first search for the types of correlations in observations that

might be expected if nonlinear effects are important. If such patterns begin

to emerge, they can be modeled more exactly at a later time.

4 0 An I-proved Method of Measuring t

Measuring the value of t* from the relative frequency content of P and S

waves is a commonly used technique. Kanamori (1967), who used the method toO.

measure mantle t" from ScP and ScS phases, discusses the theory and

assuptio s behind the approach. For reasons of mathematical convenience, he

'sts choosing an optimal value for t" by taking the natural log of the
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spectral ratio of S to P and fitting a straight line to the results. In this

discussion, we will refer to this as measuring t" by minimizing the Ln Least

". Squares or LLS norm. That is,

LLS = min In(S/P)- 2 d w (29)

where S and P are the amplitude spectra. Using the definition for a frequency.

independent attenuation operator A,

~Wt'

(t*) = exp -(30)

the LLS norm can be recognized as

LLS = m in f[ln(S)- n(.I(t*)P)]2 d w (31)

Note that because only the amplitude spectra are used the phase information is

neglected.

N An alternate norm that is frequently used to analytically compare pulses

• is the one suggested by Burdick and Mellman (1974). Because they express

their norm in terms of cross correlation operators, many fail to realize that

it is just a standard least squares (LS) norm. It could be expressed in this

case as

7 €

..IS =rin IS-.A(t ) 1' dl ( :I, (3
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where the S and P are aligned in time at max correlation and where each pulse

is normalized to unit squared area. The squared difference function in the

brackets is just a function of time, so an immediate application of Parseval's

theorem to it gives

IS=min ([S-A(t*)P]'dw (33)

9"

where obviously P, S and A are to be in the time domain in the first of these

two equations and in the frequency domain in the second. Thus the LLS and the

LS norms differ only in that one minimizes the difference between natural logs

of spectra and the other the spectra themselves, and that the former ignores
S

phase information while the other utilizes it. While the LLS norm is easier

to apply, it does have some undesirable numerical properties as we show in the

following.

To illustrate the difference in the two norms, we consider a sample

,.> record from the Imperial Valley data set (ELCE Radial S and Vertical P). The

LLS norm indicates that t* is .03 s and the LS norm indicates .09 s. The LLS

line was fit over the frequency range of 1 to 10 hz since this is the range

where signal to background noise is larger than 1. The fit of the LLS line to

* the in(spectral ratio) is compared to the fit of the LS line in Figure 27.

The LS line has been arbitrarily given the same value at 1 hz as the LLS line.

it is clear that the LLS norm fits the 5 to 10 hz information better than the

0. LS norm presumably because it is more sensitive to it. However, one would

wish for a norm to be most sensitive to the data that is most reliable, and in

general that is not the highest frequency information. To further establish

t1,e strong sensitivity of the LLS norm to the higher frequencies, it was
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SFigure 27. A comparison of the straight line fit to the spectral ratio
~obtained from the Ln least squares norm (0.3s) versus that prescribed by/ the

least squares norm (0.9s). The former fits the high frequency data better.
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applied to a suite of 12 Imperial Valley aftershock record pairs; first

fitting 1 to 10 hz and then 1 to 15 hz data. On average, including the extra

high frequency information changed the estimated value of t* by a factor of 3.

The estimated value for the spectral slope is very unstable and controlled b,,

high frequencies. The average estimated value was about the samre in theto

* cases since as many slopes were perturbed up as down. Spectra and spectral

ratios are always noisy, so many have become accustomed to poor fits between

theory and data, but it is worthwhile to note that the spectral ratio in

Figure 27 does not really look very much like a straight line.

Figure 28 compares the fits of the two norms in the time and linear

* spectral domains. The S, filtered P and difference functions are show.n in

time and the spectra of the two difference functions are plotted with

frequency. The solid cur-ve (t*-.09 s) clearly has less area under it. The 7S

norm minimizes the squared area under the difference function curves in either

domain. The norm is most sensitive to those frequencies with largest spectral

amplitude. Unless the fit between the two time functions is extraordinary,

the difference function generally has high amplitude at the same frequencies

the signals do. The largest amplitudes in this case are between 1 and 5 hz.

It can be seen in the time domain that this is where most of the signal energ%

is. At frequencies higher than this, the norm only requires that the spectra

be small. Considering the logarithms of functions takes information down in

amplitude by orders of magnitude and gives it equal or in this instance even

* more weight than higher amplitude information. Based on these tests we

conclude that the LS norm is superior for estimating t*
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Figure 28. A comparison of the difference functions obtained by the least
squares norm (.09s) versus that prescribed by the Ln least squares nor-

(.09s). The top time trace is observed radial S at ELCE, the next is filtered

P and the third is the time domain difference function. The solid line is the

spectru, of the difference function for least squares and the dashed line for

Ln least squares.
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The Relation Between Relative Strain and Attenuation at Imperial Valley

As discussed above, there are two strong difficulties with trying to

detect nonlinear reduction in Q by correlating relative attenuation of P and S

waves with the relative shear strains that they induce. The first is that

source directivity causes frequency shifts between P and S which can not be

easily distinguished from the effects of relative attenuation. In order to

suppress this effect, it is necessary to average observations from many

azimuths. The second is that the relationship between effective Q and

relative shear is likely to be a very complex one. All that can be attempted

is to find correlations between the two variables by consideriaig large data

sets. The Imperial Valley aftershock data set contains 6 good P wave and 32 S

wave observations. Given the need for strong averaging, we elected to measure

the relative attenuation of each P wave with every S. This yielded 192

separate observations. The LS norm defined above yields and estimate of

.4.relative t* rather than a direct estimate of shear Q. However, we can

-P. determine the latter because we have a reliable crustal velocity model forJ.
Imperial Valley. The elastic compressional and shear wave travel times are

computed from this model and shear Q is determined from

4.99
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The value of c varies through the crust, but we repeated our calculations for

the minimm and maximum values and found that it does not have a significant

effect.

g The results of the measurements are shown. in Figure 29. As might be

expected in situations in which there are many uncontrolled variables, the

data shows a large amount of scatter. On the other hand, most types of 0

measurements show significant scatter. It should be noted that the vertical

scale is linear and not logarithmic and that virtually all values are confined

between 0.0 and 0.05. The trend of Q-1 with shear strain measured in the

laboratorv as shown in Figure 17 is drawn in for reference. A regression line

-. .h-ich was fit to the data is also shown. It shows a slight positive slope,

but that slope has a low level of statistical significance. In other words,

% there is certainly not strong evidence that effective Q is being reduced due

to high shear strains though there is perhaps some suggestion of it. It is

worth noting that the value of shear Q- at low strain in Figure 17 is .012

which is very near to the average of this suite of measurements which lends

some additional confidence as to the validity of the measurement technique.

One final type of information in the earthquake data set which might be

looked at to detect anomalous reduction in shear Q is the observed amplitudes

of wave fields with respect to the elastic predictions. This is somewhat more

difficult for a double couple than an explosion source because of the

a i::'2thal radiation pattern More distant points may undergo stronger shear

'Qrains than nearer ones if the nearer ones at,, on nodes. The final Figure.

- r >'2t 30. shows the ratio of the observed peak shear strain over the values

p--dicted from elastic theory versus observed peak shear strain. Again, thar,

A'
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Figure 30. The ratio of observed to predicted (linear elastic) peak shear

strain for stations that recorded the Imperial Valley aftershock as a function

of the observed peak shear strain. There is no evidence that signals are

anomalously attenuated as peak shear increases.
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is a slight trend to the data, but nothing strongly convincing. Also the

sense of the trend is opposite to what would be expected if more attenuation

occurs at higher shear strain.

DISCUSSION

There are two questions which need to be addressed with regard to

nonlinear reduction in Q due to high strains in the seismic near field. The

first is can it be observed to occur at all, and the second is, if it does

occur, how significant is it to interpretation of near field data? Several7

authors have argued on both theoretical and observational grounds that it

never occurs in the field (Savage, 1969; Winkler et al. ,1979) though they ma:

not have been considering motions near to large nuclear explosions. The

answer to the first question, as fdr as this study is concerned is that any

evidence for it is weak. There was the difference in the SCOTCH and BOXCAR t"

measurements in Table 12 and the trend in Figure 27. However, it could be

argued that the effect should be very slight in data of the various types

examined here. The effect is strongly pressure sensitive and may only occur

in shallow layers near the surface of the earth. The answer to the second

question is that accounting for this phenomenon is almost certainly

* unimportant to the correct interpretation of near-field data. Linear elastic

or linear anelastic models are all that is required to explain all important

observed phenomena in the range of 2 to 20 km. It is interesting to find that

small earthquakes generate strains comparable to those generated by nuclear

explosions even if those events are as large as 1000 kt in size. The

widespread success of linear anelastic models in explaining near field data

from earthquakes should lend confidence to the interpretation of near field
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